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Abstract  

Defect detection is one of the main problem domains in automation of industries such as 

leather, bottle, fruits, textiles etc. The surface defects identification through imaging techniques is 

becoming extensively used nowadays. One such technique is used is through energy response of 

Gabor filter convolution of images is used for defects identification. In this method, Gabor 

parameters are tuned to get minimum energy response of the convolved image using exhaustive 

search method. However this method is computationally not efficient.  To overcome this issue, 

this paper focuses on using Genetic Algorithms (GA) and Particle Swarm Optimization (PSO) 

optimization methods to tune Gabor parameters to minimum energy response to increase 

computation efficiency has been used. The results are reported in the paper. Results obtained 

from leather images show PSO out performing GA in computational and also results addressed in 

terms of defect localization. 
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1. Introduction 

 A defect is considered as area of pixels or pixels that exist other than the original image 

pixels. Earlier defect detection carried out manually, this method requires experienced worker for 

the identifications, which is cost effective.  Automation using digital image processing has 

advantages in both accuracy and robustness. The later one is important because manual 

inspection worker get drowsy, lazy, etc., in continuous inspection while the automatic system 

gives result at same accuracy as that of first image to the last image. The accuracy of defect 

identification depends on the type of the algorithm used. There are number of algorithms 

developed for the texture defect detection and classification. Texture analysis mainly classified 

into two categories, namely statistical and structural.  

 Most of the automatic defect detection methods are focused on the surfaces like steel bridge 

coating rust [16], wood inspection [18], patterned textures [13], leather surface [8] [25], skin 

lesions [4], granite tiles [1], ceramic tiles [3], cylindrical pipe [21], bones [11], etc. In all these 

works texture defects generally have different features than the homogeneous background and are 

implemented in both spatial and frequency domains. The spatial domain methods such as 

histogram based [6] [14] [15], gray level co-occurrence matrix GLCM and Harlick features [17], 

similarity measures, etc., are sensitive to the noise & the GLCM need more computation, on the 

other hand frequency domain methods are less sensitive to noise and the features can be extracted 

from Fourier Transform, Gabor Transform [2] [7] [26], Wavelet Transform [10], etc. A hybrid 

method that combine both statistical and structural features for texture representation is presented 

by et.al Ganesan [5]. A good review papers in this area are surface defect detection using texture 

analysis techniques [24], monitoring and grading of tea by computer vision [19], Automated 

fabric defect detection [12].   

 The basic work of et.al Tsai [22], defect detection in colored texture surface using Gabor 

filter, where the defect detection carried using the energy response of Gabor filter convolution 

with the image. In this work the Gabor parameters are tuned to get minimum energy response of 

the convolved image using exhaustive search method which is computationally inefficient. This 

can be improved drastically using GA and later work of this paper shows PSO outperform the 

GA optimization in terms of minimum energy response and computational efficiency.  

 The mathematical representation of 2D Gabor filter, filtering of gray/color image using the 

2D Gabor filter and the computation of energy are discussed in section 2. In the section 3, defect 

detection mechanism used in this work is show cased. In the section 4, Optimization of the 

energy using three different methods presented and the PSO proposed in this work outperforms 
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over traditional exhaustive search and the GA. Section 5, simulation results obtained on a PC 

installed with MATLAB are discussed. 

 

 

2.  Gabor Filter 

 In 1946, Dennis Gabor proposed Gabor expansion which is a type of Short Time Fourier 

Transform. Using an overlapped or non-overlapped sliding window, Gabor Transform mask the 

local input signal and transforms it into frequency domain.  

 

2.1 Mathematical representation of 2D Gabor Filter 

A 2D Gabor filter obeys separable property. This indicates that a 2D Gabor filter can be 

obtained by multiplying two 1D signals of x and y directions respectively. Thus the obtained 

Gabor filter is multiplied with the signal of a symmetric sliding window, and then transforms it to 

the frequency domain to obtain the transformed image. A 1D Gabor transform is obtained by 

multiplying Gaussian function with sinusoidal signal. The equations (1) and (2) represents the 1D 

Gabor transform. 
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where Gx and Gy are the 1D Gabor transforms with gx and gy as Gaussian functions in x and y 

directions given in equation (3) and (4) respectively.  
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where σx and σy are scale parameters of a Gaussian function. The frequency components ωx and 

ωy in equation (1) and (2) are obtained using equation (5) and (6) respectively.  

 

)*cos(*0 fx             (5) 

)*sin(*0 fy             (6) 

 

where f is frequency of the signal and α is orientation of the signal with ω0 =0.1 *(Π/2). Now 

using separable property, a 2D Gabor Transform is obtained by using the equation (7). 
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where Gσ,f,α(x,y) is a 2D complex quantity with x, y varying through the filter dimensions with 

the parameters σx, σy, f, and α.   

 Gray image Gabor filter output is the convolution of Gabor filter and input image. The gray 

image energy response is the squared modulus of filter output, which is computed by using the 

equation (8), as described by et.al Tsai [22]. 
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where GR and GI are real and imaginary parts of filter output. Fig. 1 shows the variant of Gabor 

filter with respective to parameter selection.   

In the gray image, gray level information is directly used where as in color image, two 

chromatic features (hab and C*ab) are used to represent the image I=hab+jc*ab for applying Gabor 

filter. The features are extracted using CIE-L*a*b* color space [22].  

Fig. 1. Gabor filter variants with (a) σx=5; σy=5; θ=0o; f=; (b) σx=15; σy=12; θ=0o; f=3;                      

(c) σx=15; σy=12; θ=45o; f=3; (d) σx=15; σy=12; θ=90o; f=3; (e) σx=15; σy=12; θ=0o; f=1;            

(f) σx=15; σy=12; θ=0o; f=2; 

 

   (a)   (b)   

(c)  (d)  

(e)  (f)  
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 Color Gabor filter output is the convolution of Gabor filter with the complex number 

hab+jc*ab, which also has varying parameters σx, σy, f and α same as gray image. The color image 

energy response is the squared modulus of filter output. , which is computed by using the 

equation (9). 
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3. Proposed Defect Detection Mechanism 

 A defect in an image is defined as the unknown characteristic that appears in the image other 

than the original image. A defect free image is an image which is similar to the original image. 

The defect detection is carried out in two stages namely training stage and testing stage.  

 In the training stage, the Gabor filter parameters are chosen such that the energy response of 

the color or gray image samples (Ecolor or Egray) when convolved with Gabor filter is near to zero 

(minimum) for a defect free sample of the input image. In this work, the energy response is 

minimized using optimization techniques with respective homogenous texture surface, plain 

textures and periodic patterns.   

 In testing stage, an unknown image is marked as defective or defect free depending up on 

the energy response at each and every sample of the unknown image. Samples can be taken as 

overlapped or non-overlapped windowing. In this paper, results are obtained by considering 

overlapped windowing since the overlapped windowing gives good localization of the defect but 

at a cost of computation. If the energy response of the image sample is near to training sample 

energy response then the sample is marked as defect free otherwise it is marked as defective 

sample which yields a varyingly higher energy responses.  

 As a result, the complex defect detection problem of the colored image is simplified and the 

results obtained in the form of black and white image shows the successes of the detection 

mechanism where a black is marked as non-defective pixel and white is marked as defective 

pixel. The entire process of filtering is summarized using the flow chart as shown in the Fig. 2. 

 

4. Optimization of Energy Response 

 Acquiring the minimum energy response requires four filter parameters σx, σy, f and α 

properly tuned and it can be done using exhaustive searching method that results in 

computationally inefficient. Optimization techniques are used to minimize or maximize the 

fitness function by selecting suitable parameters. A good review paper outlines set of 
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optimization techniques et.al Worden [23]. These techniques are used to get optimum solution 

iteratively with less computation complexity. As described above the fitness function here is the 

energy function Egray or Ecolor for gray/color images. The optimum condition here is to minimize 

energy function and the problem is stated as minimization. The parameters are varied such that 

the energy gets minimized. The parameters in this problem are varied as σmin ≤σx,σy≤σmax, fmin ≤ 

f ≤fmax, and 0o≤α≤180o.  

 A typical values for the selected textures after many experiments on different samples varies 

as fmin =1, fmax =R (width window), 21o≤α≤30o, 1≤σx,σy≤20 with fitness function as Egray or 

Ecolor. This problem domain is known to be multi variables unconstraint optimization problem.   

 

Fig. 2. Flow chart for training and testing stage of defect detection mechanism (N=total number 

of windows) 

 

4.1 Optimization using Genetic Algorithm 
 

 Genetic algorithm is an evolutionary technique that optimally solves the problem 

automatically. In recent, a large part of automatic machine learning algorithms involve the use of 
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genetic algorithm. It uses the biological evolution to solve many complex problems with 

relatively less computational affects [9]. This work is basically a multi variable unconstraint 

optimization problem where the algorithm search for the optimal solution by simultaneously 

varying all the four parameters and maintaining the solution with in a feasible search area. The 

genetic algorithm is summarized using the flow chart as shown in the Fig. 3.  The initial 

population is iteratively processed using the three operators until the termination condition is met. 

One iteration of these three operators is known as a generation. 

 In this application, maximum population size of 20, and a four variables are randomly coded 

in binary strings in their respective intervals and the continuous values obtained using var=varlowlt 

+ (varhighlt-varlowlt)*dec(binary var)/(2b-1). Where b represents number of bits to variable (6bits), 

varlowlt, varhighlt represents lower and higher limits of the variable and dec(bin)= decimal 

equivalent of binary value of the variable.  These continuous values used to obtain the fitness 

function (Emin) values for initial population as in the Table 1. The four variables each of 6bits 

form a bit string of 24bits. In the initialization of GA set gen=0; max. gen. =200, max. population 

size=20, selection probability=0.5, mutation probability Pm=0.15.   

 

 

 

 

Fig. 3. Optimization using Genetic Algorithm  
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Selection operator: Selects good strings from current population and are assigned large number 

of copies to form mating pool in a probabilistic way. Selection probability 0.5 is used in the 

program. This means 10 out of 20 population are preserved and 10 participate in mating. Total 

No. of Mating’s= (20-10)/2=5. The population numbers that are selected for matting and the 

mating1 and mating2 chromosomes used for crossover at bit position are also shown in last two 

columns in the Table 2.   

 

 

 

   

Table 1: Initial parameters and its fitness values for gray image 

 

Pop. 

No. 

 

x   

 

y  

 

  

 

f  

 

 

Fitness  

Emin 

Initial Population Sorted w.r.t fitness 

x      
y                 f  

Fitness  

Emin 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

100000

011110

101100 

111010 

000100 

101000 

101000 

010000 

010101 

010100 

101100 

011001 

010101 

010100 

110110 

001100 

000011 

110101 

101111 

010101 

101011 

001101 

100000 

010010 

010011 

010101 

011000 

100110 

101100 

000000 

000000 

101010 

101010 

110111 

111011 

011000 

001100 

011011 

110100 

101000 

111011 

101110 

001000 

101010 

010000 

111010 

011011 

100110 

000000 

110000 

101101 

011100 

001101 

101010 

000110 

111010 

000001 

001110 

010000 

110011 

011000 

100010 

101001 

111100 

011011 

111110 

010110 

010001 

000011 

010011 

101001 

101111 

110000 

010000 

001101 

101100 

110001 

110010 

000011 

010010 

1.050e-009 

2.122e-021 

2.804e-007 

5.661 

1.974e-008 

518.26 

1.154e-010 

3.216e-016 

3.441e-012 

7.536e-008 

0.005066 

8.733e-007 

1.119e-011 

5.104e-012 

3.025e-005 

1.765e-011 

0.0003771 

2.498e-007 

8.801e-007 

9.780e-007 

011110 001101 101110 

100010 

010000 100110 100110 

010001 

010101 101100 000000 

000011 

010100 110111 101010 

010000 

010101 101010 001101 

110000 

001100 011000 111010 

101100 

101000 011000 011011 

010110 

100000 101011 111011 

011000 

000100 010011 010000 

011011 

010100 000000 110000 

010011 

110101 011011 001110 

110010 

101100 100000 001000 

101001 

011001 101010 011100 

101111 

101111 110100 010000 

000011 

2.122e-021 

3.216e-016 

3.441e-012 

5.104e-012 

1.119e-011 

1.765e-011 

1.154e-010 

1.050e-009 

1.974e-008 

7.536e-008 

2.498e-007 

2.804e-007 

8.733e-007 

8.801e-007 

9.780e-007 

3.025e-005 

0.0003771 

0.005066 

5.661 

518.26 
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010101 101000 110011 

010010 

110110 111011 000110 

001101 

000011 001100 000001 

110001 

101100 000000 101101 

101001 

111010 010010 101010 

111100 

101000 010101 111010 

111110 

Minimum cost= 2.122e-021 ,  With pop No.=2,  Average cost=26.196,  

 

 

Table 2: Selection for making mating pool 

S.No Chro

mo. 

No. 

Probabilities Cumulative 

Interval 

Rand1 

seq. five 

Mating1 

Chromos

ome  

Rand2 

seq. five 

Mating2 

Chromos

ome  

Random No.  

between 1 to 

24 for cross 

over bit pos. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

10 

9 

8 

7 

6 

5 

4 

3 

2 

1 

0.18182(10/55) 

0.16364 (9/55) 

0.14545 (8/55) 

0.12727 (7/55) 

0.10909 (6/55) 

0.090909(5/55) 

0.072727(4/55) 

0.054545(3/55) 

0.036364(2/55) 

0.018182(1/55) 

0-0.18182 

0.18182-0.34545 

0.34545-0.49091 

0.49091-0.61818 

0.61818-0.72727 

0.72727-0.81818 

0.81818-0.89091 

0.89091-0.94545 

0.94545-0.98182 

0.98182-1 

0.1109      

0.41878      

0.62391 

0.17774       

0.8395 

1 

3 

5 

1 

7 

0.87988      

0.33109     

0.07698 

0.49662      

0.38005 

7 

2 

1 

4 

3 

10  

17  

12  

21  

4 

 ∑=55        

 

 

Crossover: New child string is formed by selecting two parent strings from the mating pool and 

exchanging some portion of the bits between them, excepting that the formed child string is a 

good string. This is known as single point crossover operator which is used in this application. If 

the formed child is a bad string it gets eliminated in successive iterations. Crossover applied at 

the bit position as in last column of Table 2 between mating chromosomes as in Table 3. This 

shows chromosome strings 1 and 7 crossover at bit position 10 to generate new child strings 11 

and 12. Similarly other populations are generated.  
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Table 3. Crossover between chromosomes 1 and 7 to generate new chromosomes 11 and 12 

Pop 

No. 
x

            y
                       

f
 

New Pop 

No. 

After crossover 

1 

7 

011110 0011  01 101110 100010 

101000 0110  00 011011 010110 

11 

12 

011110 0011   00 011011 010110 

101000 0110   01 101110 100010 

 

Mutation: It is used to perform local search of solution around the selected string. A bit of the 

string is complemented based on the mutation probability (Pm). In this paper Pm selected to be 

0.15. A population number is selected in between (1 to 20) randomly and a random number is 

generated in between (1 to 24) indicating bit positions.  This bit position of the selected 

population is complemented to get muted population. Table 4 shows bit string before and after 

mutation at the bit position 3 in the 3rd population.  Total mutation considered as (max. pop-1) x 

24xPm =69. 

 

Table 4. Chromosomes before and after mutation. 

 
Pop No. Before mutation After mutation 

3 010101 101100 000000 000011 011101 101100 001100 000011 

 

Termination: GA is terminated if the maximum number of generations or iterations are 

completed or maximum number of strings in the population are same. Here in this work 

maximum generations chosen to be 200. Executing three operators for one time is considered to 

be one generation.  

The Table 5 shows the parameters after selection and mutation at the end of first 

generation with sorted population w.r.t fitness. These parameters are initial input population to 

next generation. The Fig. 4 shows the convergence curve of binary GA for energy minimization 

by tuning four parameters of gray image. 

 

4.2 Optimization using Particle Swarm Optimization (PSO)  
 

 A computational method to optimize the fitness function iteratively to improve the required 

solution with respective to the given parameters. In this the particles are moved around the search 

space using a mathematical formula around the particle’s position and velocity [27]. In this work, 

PSO is simulated using parameter max iteration = 150, r1, r2 random numbers in between (0 to 

1), C=1, social and cognitive parameters as c1=1.5, c2=1.5 and constriction factor C=1.   
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Table 5. Sorted parameters w.r.t fitness after one generation 
Pop 

No. 
x

            y
                   

f
 

Fitness 

Emin 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

001110 001000 110000 010011 

011110 001101 101110 100010 

011110 001111 101010 010000 

010000 100110 101110 010001 

001001 011000 111011 010111 

111100 001100 011011 000110 

010100 101100 000000 001011 

010100 110111 111000 110100 

000100 010000 111010 101100 

010111 101000 011111 010111 

101001 011000 000000 100011 

011101 101100 001100 000011 

010101 101000 111010 110010 

010111 011110 001001 110100 

111010 011101 101110 100010 

000100 010011 010000 011011 

100000 101011 111001 000011 

110101 101010 001101 101001 

010001 101100 100111 101001 

000100 110101 111110 100111 

4.975e-023 

2.122e-021 

7.926e-018 

5.455e-016 

3.334e-015 

1.008e-014 

9.120e-012 

1.52e-011 

2.940e-011 

9.879e-011 

1.809e-010 

1.834e-009 

2.291e-009 

4.192e-009 

1.562e-008 

1.974e-008 

4.775e-008 

2.014e-006 

0.0070851 

0.021583 
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global Emin

 
(a)                                                                     (b) 

Fig. 4. Convergence curve of (a) GA (b) PSO 

 

 

 

Iterative steps of PSO as follows: 
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Step1: Population size=50, randomly initialize four parameters f, σx, σy ,θ (i=1,2,3,4) with same 

variables interval for higher and lower limits (Varlowlt(i), Varhighlt(i)) using 

Var(i)=Var(i)*(Varhighlt(i)- Varlowlt(i))+ Varlowlt(i). 

Step2: Calculate Initial Velocities for each variables: vellowlt(i) = -1*(Varhighlt(i)- Varlowlt(i))  and 

velhighlt 
 = (Varhighlt- Varlowlt) , velInt(i)=vel(i)*(velhighlt(i)- vellowlt(i))+ vellowlt(i) , for each variable. 

Step3: Calculate Fitness function for each population (Egray or Ecolor), consider them as localvar 

minima’s for each variable and find minimum Fitness, mark it as initial gobalvar minima and 

mark it as best population in the initial population.  

Step4: Iterations 

Inertia weight w = (max Iteration – current Iteration)/ max Iteration; 

Update velocity vel (i) = C*(w*vel(i)+c1*r1*(localvar(i)-var(i)) + c2*r2*(globalvar-var(i)));  

Update position var (i) = var(i) + vel(i); 

Calculate fitness function for updated position 

Update best local positions (localvar(i)) as local position if fitness < previous fitness 

Update globalvar(i) as variable values of minimum fitness function. 

Repeat Step 4 until max iteration reached.  

 

 The same image and the same parameters are optimized using PSO. The work is simulated 

for 150 to 200 iterations several times and it is observed that PSO gives the minimum energy 

than the GA with the same conditions on parameters at less computational time. Fig. 4 shows the 

convergence curve of PSO.    

 The Table 6 shows the three different methods used to optimize the energy with respective 

to the same parameter boundaries. From the table it is seen that the PSO is having minimum 

fitness.   

Table 6. Comparison of optimal solution using three methods 

Optimization Remark  Values of Optimal Parameters Fitness 

Emin gray σx σy Α F 

Exhaustive 

searching 

One unit 

interval 

4 4 23 29 3.746e-36 

GA 200 gen. 4.016 3.111 24.429 25.397 1.142e-37 

PSO 150 

Iterations 

3.103 18.406 22.673 23.153 7.618e-39 

 

 

5. Experimental Results 

 The Images in this work are 360x360 pixels. The three sizes of the windows are used for the 

experimental work are 6x6, 15x15, 60x60 pixels. The defect can be detected easily using all the 

three windows but the exact defect localization is obtained with small size window and a larger 

window size will result in poor resolution and a smaller window would leads to higher 

computation.  
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The selection of window size is important in localizing the defect, this was addressed by 

Tolba[20] adaptive sizing of the sliding window is proposed. The Fig. 5 shows the filtering color 

image and Fig. 6 shows filtering of gray image using 2D Gabor filter with varying window size 

for the same image. It is clearly seen from the results the proper window size helps in achieving 

good localizing the defect. 

 

 
 

Fig. 5. Color Gabor filter results (a) Defected input color image with two cracks (b) Output image 

for window size 60X60 (c) Output image for window size 15X15 (d) Output image for window 

size 5X5 

 

 

 

 

                                                               

       (a)                  (b)  

 

Fig. 6. Gray Gabor filter results (a) Defected input gray image with two cracks (b) Output image 

for window size 60X60 

 

 The choice of a proper window size is most important for periodic patterns of homogeneous 

texture. In Fig. 7 a periodic pattern is filtered using a non-overlapping window of size 

propositional to the periodicity of the pattern is used.  
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(a)                                                     (b)   

Fig. 7. (a) Defected pattern of periodic image and (b) Output image after defect detection      

 

 Table 6 clearly shows the optimization methods, PSO optimization gives the minimum 

energy response of 7.618e-39 for the image considered in comparison with the GA optimization. 

This energy is used as the threshold for classifying the defective image.  In this way the Gabor 

tuned filter for non-defective homogeneous Color or Gray images is used to convolve with the 

unknown image. The unknown image can be stated as defective if the tuned Gabor filter response 

exceed the threshold level else considered as non-defective image.  

 

Conclusion 

 The defect detection and the localization of the defect is addressed with respective the 

homogeneous textures, periodic textures for gray and color images. In training phase, 2D Gabor 

filter convolved with defect free image window by tuning the four parameters of the filter using 

three different methods with in the same parameter limits to obtain minimum energy response is 

presented in this work. In this way a tuned Gabor filter is obtained and its energy is used as 

threshold for detecting the defects. In testing phase, when an unknown image window is 

convolved with tuned Gabor filter of the training stage, if energy responses is greater than the 

threshold it is marked as defect else non-defective. From the results it shows that the minimum 

energy response of 7.618e-39 is obtained with PSO compared to the 1.142e-37 energy response 

of GA. Experiments carried out on different homogeneous leather surfaces and pattern images, 

the result of energy response of the PSO is minimum than GA and PSO tuned Gabor filter results 

shown in this work localize the defect to the industry requirements depending on the window size 

and type of the window chosen.  In this work an overlapping window is chosen for better 

localization of defect in homogeneous color and gray images with different window sizes and a 

non-overlapping window of size equal to the periodicity of the periodic patterned image is chosen 

to detect defects. It is shown that the result obtained with these considerations not only detect the 

defect but also localize defect. The fixing of the window size is the main consideration in 
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localizing the defect is addressed and work can be extended for sizing the window adaptively. 

Automatic selection of window can be implemented to improve the performance. 
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